Biotics Tracker Patch 0011 – 07/06/2009


Overview:

This file contains all changes to the Biotics Tracker database schema, data content, and security configuration made between 03/11/09 and 07/06/09.  Instructions for running this script are included below.  You must apply this patch to your database in order to have the most current database configuration.  It is recommended that your users be out of the system when you run this patch.  Depending on the size of your database, the patch should take from 10 to 20 minutes to complete.
If you have any questions regarding this patch or the nature of the changes, submit an issue to the Help Desk.  Please reference the specific patch component that you have questions about.  If you encounter any problems while running this patch, please submit an issue to the Help Desk.  Be sure to attach a copy of the biotics_update_0011_reg.log file that is created by the patch.
Depending on when your last data exchange took place, you may already have some of these changes in your database.  As each of these changes was performed on the Central production database, they were incorporated into all subsequent data exchanges and installations.  The patches have been constructed so that they can be run even if the items to be changed have already been changed.  For example, if you already have the value ‘Wintering site’ in your D_LOCATION_USE_CLASS table, you will get an ORA-00001: unique constraint (BIOTICS_USER.D_LOCATION_USE_CLASS_AK1) violated message when you run this patch.  This is just Oracle’s way of telling you that you already have these values in your database.  You can ignore these messages completely.

Any other error messages should be investigated before going any further. Search for the string “ORA-“ to find errors in the log file.

If you are in the middle of your data exchange, you can go ahead and install Patch 11 before you upload your data.  You do not need to wait until after uploading to install Patch 11.

If you are still running an old version of Tracker (1.7.12 or 1.7.12), you should still install Patch 11.  You do not have to wait until you upgrade to 2.3.7 before installing the patch, nor will you have to rerun the patch once you upgrade.  

Before performing any of these changes, you should do the following:

· Read through these instructions carefully

· Back up your database, or have done so in the recent past

· Run any other Biotics patches that may be needed in your database.  If you are unsure as to which patches have been run in your database, please refer to KnowledgeBase article Biotics639 entitled ‘How can I tell which patches I need to apply?’
#1. Biotics_update_0011_reg.sql:  This script can be run directly in SQL+ by a data administrator.  You must be logged in as biotics_user, not as sys or system.  Please note that this script should be run in SQL+, not the SQL+ Worksheet.  

Run the script with the following command: 

@<path name for file>\biotics_update_0011_reg.sql

The script will automatically spool the output to a file named biotics_update_0011_reg.log so that you may review any errors.  You will be prompted to supply the path for that file ('Enter path for scripts and update log w/o last back slash):'
The changes in this patch are listed as follows:

	Item
	Description

	TT3298
	Correct the Max Width field in the System Control Data Entry screen (F9 window) for several entries.

	TT3319
	Correct the PARSE_TOWN_RANGE stored procedure to use 16 character width instead of 8 characters.

	TT3419,

BT4538,

BT4810, BT4846, BT7131
	The rounded rank stored procedure was updated with the following changes:

· Any rank ending with ? that has an H, U, or X in it will now return INVALID

· GNA?, GNR?, G1TNR?, G1TNA?, G1TU? will now return INVALID

· Any rank ending with ? that is a range rank will now return INVALID

· Any range N rank or S rank that has a Q or a C in it will now return INVALID.  Previously, these were slipping through.

· Any rank rank ending in B?, N?, M? will now return INVALID. 
· When all three parts of a rank are invalid, will now return ‘INVALID’ (instead of ‘Not calculated’)
· Any rank that ends with B?, N?, or M? will now return INVALID.
Once the procedure has been updated, the database will be queried for any ranks that need rerounding and reround them.

	BT6413
	Add new constraint on D_COUNTY table.  If any duplicate records are found that would violate the new constraints, a message will be returned in the log.  You will need to remove one of the duplicate records and rerun the patch script in order so that the new constraints will be applied.

	BT6458
	Remove COSEWIC values 8 -20 and 22 from D_COSEWIC domain table.  If any records are found that have these values, a message will be returned with the record id.  These values are no longer valid and should be corrected in any records found.  Once the records are corrected, the patch script should be rerun so that the values will be deleted from the database.

	BT6629
	Add new domain value to D_USESA table.

	BT6855
	Add new values to D_LOCATION_USE_CLASS domain table

	BT6935
	Update SYSTEM_CONTROL table to set max width for working_list_name


Once the script has finished execution, open the spool file, “biotics_update_0011_reg.log”, and make sure everything was performed without errors.  

If your spool file contains a message that looks something like this:

Dupe records in D_COUNTY table found for d_state_id: 62, county_name: Park South

Please delete one of the dupe records and rerun the patch to add the new

constraints.
It means one of the scripts in the patch was not allowed to execute fully.  Script bt6413.sql will put a unique constraint on the d_state_id and county_name fields in the D_COUNTY table that will not allow two rows to have the same state id and the same county name.  It will first query the database for any entries that would violate this constraint.  If any are found, the state_id and the county name will be displayed in the spool file.  You will need to first make sure there are no records associated with the county to be deleted, by running the following queries:


First, find the id of the county that you wish to delete:


Select * from d_county 

where d_state_id = <put state id here> AND


county_name = ‘<put county name here>’

Make a note of the values in the d_county_id column.

Next, determine if the county has any records associated with it.  Chances are, one county will have some records, and one county won’t have any.  Run these queries and note the results:

Select count(*) from EO_COUNTY 
where d_county_id = <put one of the d_county_id values here>
Select count(*) from MANAGED_AREA_COUNTY 

where d_county_id = <put one of the d_county_id values here>

Select count(*) from SITE_COUNTY 

where d_county_id = <put one of the d_county_id values here>

Select count(*) from PLANT_CAS_COUNTY 

where d_county_id = <put one of the d_county_id values here>

Select count(*) from ANIMAL_CAS_COUNTY 

where d_county_id = <put one of the d_county_id values here>
Select count(*) from COMM_CAS_COUNTY 

where d_county_id = <put one of the d_county_id values here>
If any records are found, please contact the Help Desk for further guidance.  If no records are found, delete the extraneous county value from your database with the following SQL statements:

Delete from d_county where d_county_id = <put the d_county_id here>;

Then enter:

Commit;

 You may then rerun the patch in order to add the constraint to your database.
If your spool file contains a message that looks something like this:

Record ID 12345 has d_cosewic_id value of 22 and needs to be updated
It means that script bt6458 was not allowed to execute fully.  This script queries the database for any records that contain d_cosewic_id values of 8-20 and 22.  These values are no longer valid, so any records that still use these values should be updated.  You will need to change these values to a valid COSEWIC value.  If you are not sure which value to use, please contact the Help Desk for further guidance.  After the values have been updated in the element record, the patch should be rerun to delete the domain values.
#.  Cleanup:  After performing the database changes, you must recompile objects that have become invalid.  To identify and recompile ALL database objects that may have become invalid, perform the following steps:

1. Logon to SQL+ as the regular schema user, which is usually biotics_user.  You must be in SQL+, not the SQL+ Worksheet. 
2. At the SQL> prompt, enter: 

@<path name here> check_invalid.sql
You will be prompted to provide the path for that file. 

The script will create a new script named recompile_invalid.sql, place it on the path that you have designated, and will then automatically run that script.  

3. Once the file has completed running, check to see if any invalid objects remain. Enter the following query:

select count(*) from user_objects where status = 'INVALID';

If you receive any number greater than 0, repeat Step 2.  You may need to run this script several times in order to compile all invalid objects.

You may see an error like the one pictured below.  This error can be ignored.  The last step in the recompile_invalid file is a command to turn the spooling off.  When the file is executed, SQL+ attempts to execute this command as well and takes an error.  It does not affect the recompiling of any invalid objects.
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S0L> select count(x) From user_objects where status = *INUALID'

COUNT ()





 If you have any objects that can’t be compiled or any other types of error messages, contact Product Support by opening an issue in the Product Support database.  Be sure to attach the output log to the item.

When you have no more invalid objects, you should rebuild the database statistics so that you will have optimum performance.  Run the following lines in SQL+:

Logged on as the biotics_user, enter:

exec dbms_stats.gather_schema_stats (ownname => 'BIOTICS_USER', cascade => true);

Depending on the size of and level of activity in your database, the above statements could take anywhere from 2 to 45 minutes to run. 

And don’t forget:

To note in your database maintenance log the date that you ran this Patch!
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